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(57) ABSTRACT

Disclosed is a method of calibrating a depth image based on
arelationship between a depth sensor and a color camera, and
an apparatus for calibrating a depth image may include a
three-dimensional (3D) point determiner to determine a 3D
point of a camera image and a 3D point of a depth image
simultaneously captured with the camera image, a calibration
information determiner to determine calibration information
for calibrating an error of a depth image captured by the depth
sensor and a geometric information between the depth sensor
and a color camera, using the 3D point of the camera image
and the 3D point of the depth image, and a depth image
calibrator to calibrate the depth image based on the calibra-
tion information and the 3D point of the depth image.
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APPARATUS AND METHOD FOR
CALIBRATING DEPTH IMAGE BASED ON
RELATIONSHIP BETWEEN DEPTH SENSOR
AND COLOR CAMERA

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the priority benefit of Korean
Patent Application No. 10-2012-0117997, filed on Oct. 23,
2012, and Korean Patent Application No. 10-2013-0105538,
filed on Sep. 3, 2013, in the Korean Intellectual Property
Office, the disclosures of which are incorporated herein by
reference.

BACKGROUND

1. Field

The present invention relates to an apparatus and method
for calibrating a depth image, and more particularly, to an
apparatus and method for calibrating a depth image based on
a relationship between a depth sensor and a color camera.

2. Description of Related Art

A depth sensor performing triangulation using a structured
light, for example, Microsoft Kinect, may obtain a result
including an error when employed by an end user, due to
assembly tolerances during production and errors in optical
portions.

Also, a geometric relationship between a depth sensor and
a camera may need to be obtained when a texture of an object
is extracted through simultaneous use of the depth sensor and
the camera. When a precise definition of the geometric rela-
tionship is absent, an error may occur with respect to texture
information associated with an object on which a three-di-
mensional (3D) reconstruction is to be performed.

A conventional apparatus for calibrating a depth image
may obtain a geometric relationship with a color camera,
based on a depth image measured by a depth sensor, and thus,
a depth image calibrated by the conventional apparatus for
calibrating the depth image may include an error due to an
error included in the depth sensor.

Accordingly, there is a desire for a method of calibrating an
error of a depth sensor, and calibrating a depth image through
obtaining a geometric relationship between the depth sensor
and a color camera

SUMMARY

An aspect of the present invention provides an apparatus
and method for enhancing accuracy of a depth sensor and
calibrating a geometric relationship between the depth sensor
and a color camera when the depth image is calibrated simul-
taneously using the depth sensor measuring a distance with an
object and the color camera capturing the object.

According to an aspect of the present invention, there is
provided an apparatus for calibrating a depth image, the appa-
ratus including a three-dimensional (3D) point determiner to
determine a 3D point in a camera image and a 3D point in a
depth image simultaneously captured with the camera image,
a calibration information determiner to determine calibration
information for calibrating an error in the depth image cap-
tured by a depth sensor and a geometric relationship between
the depth sensor and a color camera, using the 3D point in the
camera image and the 3D point in the depth image, and a
depth image calibrator to calibrate the depth image based on
the calibration information and the 3D point in the depth
image.
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The 3D point determiner may self-calibrate the camera
image, and determine a 3D point of a camera image feature
point to be used for self-calibration of the camera image to be
the 3D point of the camera image.

The 3D point determiner may extract a depth image feature
point corresponding to the camera image feature point from
the depth image, and determine the 3D point corresponding to
the extracted depth image feature point to be the 3D point of
the depth image.

The calibration information determiner may generate
Equation 1, Equation 2, and Equation 3, using a 3D point in
the camera image and a 3D point in the depth image.

The depth image calibrator may define a cost function of
which the calibration information is an initial value, and
calibrate an error of a depth sensor and a geometric relation-
ship between the depth sensor and a color camera by perform-
ing a non-linear optimum process for minimizing the defined
cost function.

According to another aspect of the present invention, there
is provided an apparatus for calibrating a depth image, the
apparatus including a calibration information determiner to
determine calibration information for calibrating an error in
the depth image captured by a depth sensor and a geometric
relationship between the depth sensor and the color camera,
using an equation of a pattern surface restored by the color
camera and an equation of a pattern surface restored by the
depth sensor, and a depth image calibrator to calibrate the
depth image based on the calibration information and a 3D
point in the depth image.

The calibration information determiner may generate
Equation 7, Equation 8, and Equation 9 based on Equation 5
and Equation 6 when the equation of the pattern surface
restored by the color camera corresponds to Equation 5 and
the equation of the pattern surface restored by the depth
sensor corresponds to Equation 6.

The calibration information determiner may replace, with
the calibration information included in Equation 1, Equation
2, and Equation 3, a factor included in an inverse transpose L.
of a matrix H in which the calibration information is included,
and determine relationship information between a coordinate
of the depth image and a coordinate of the camera.

According to still another aspect of the present invention,
there is provided a method of calibrating a depth image, the
method including determining a 3D point in a camera image
and a 3D point in a depth image simultaneously captured with
the camera image, determining calibration information for
calibrating an error in the depth image captured by a depth
sensor and a geometric relationship between the depth sensor
and a color camera, using the 3D point in the camera image
and the 3D point in the depth image, and calibrating the depth
image based on the calibration information and the 3D point
in the depth image.

According to yet another aspect of the present invention,
there is provided a method of calibrating a depth image, the
method including determining calibration information for
calibrating an error in the depth image captured by a depth
sensor and a geometric relationship between the depth sensor
and a color camera, using an equation of a pattern surface
restored by the depth sensor, and moving the 3D point of the
depth image to a coordinate of the camera image based on the
calibration information.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects, features, and advantages of the
invention will become apparent and more readily appreciated
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from the following description of exemplary embodiments,
taken in conjunction with the accompanying drawings of
which:

FIG. 1 is a diagram illustrating a relationship between an
apparatus for calibrating a depth image and other apparatuses
according to an embodiment of the present invention;

FIG. 2 is a diagram illustrating an example of a calibration
pattern according to an embodiment of the present invention;

FIG. 3 is adiagram illustrating an example of a depth image
and a camera image according to an embodiment of the
present invention;

FIG. 4 is a diagram illustrating an apparatus for calibrating
a depth image according to an embodiment of the present
invention;

FIG. 5 is a diagram illustrating an example of a process in
which an apparatus for calibrating a depth image matches a
depth image feature point to a camera image feature point
according to an embodiment of the present invention;

FIG. 6 is a flowchart illustrating a method of calibrating an
image according to an embodiment of the present invention;
and

FIG. 7 is a flowchart illustrating another example of a
method of calibrating an image according to an embodiment
of the present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to exemplary
embodiments of the present invention, examples of which are
illustrated in the accompanying drawings, wherein like ref-
erence numerals refer to the like elements throughout. Exem-
plary embodiments are described below to explain the present
invention by referring to the figures.

FIG. 1 is a diagram illustrating a relationship between an
apparatus 100 for calibrating a depth image and other appa-
ratuses according to an embodiment of the present invention.

A color camera 120 may capture a calibration pattern 110
and create a camera image in which the calibration pattern
110 is included. In this example, the calibration pattern 110
may correspond to a three-dimensional (3D) object of which
a surface is formed by a plurality of signs, such that a geo-
metric relationship between the color camera 120 and a depth
sensor 130 may be readily identified.

A form of the calibration pattern 110 will be described in
detail with reference to FIG. 2.

Also, the depth sensor 130 may create a depth image by
capturing the calibration pattern 110 for simultaneously with
the color camera 120. In this instance, the depth sensor 130
may triangulate a distance between the calibration pattern
110 and the depth sensor 130 using a structured light, and
create the depth image based on the triangulated distance.

Further, the color camera 120 and the depth sensor 130 may
create a plurality of camera images and depth images based
on a method of calibrating an image to transmit to the appa-
ratus 100 for calibrating the depth image.

The apparatus 100 for calibrating the depth image may
identify the geometric relationship between the color camera
120 and the depth sensor 130 using the depth image received
from the depth sensor 130 and the camera image received
from the color camera 120, and based on the identified geo-
metric relationship, calibrate the depth image.

FIG. 2 is a diagram illustrating an example of the calibra-
tion pattern 110 according to an embodiment of the present
invention.

The calibration pattern 110 captured by the color camera
120 and the depth sensor 130 may be a polyhedron 200 of
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which a plurality of facets is a square, and of which the
plurality of facets is indicated by a plurality of circles 210.

Inthis example, the apparatus 100 for calibrating the depth
image may match the calibration pattern 110 included in the
depth image and the calibration pattern 110 included in the
camera image, based on a position of the plurality of circles
210 on the plurality of facets of the calibration pattern 110,
and based on a result of the matching, identify a geometric
relationship between the color camera 120 and the depth
sensor 130.

FIG. 3 is adiagram illustrating an example of a depth image
310 and a camera image 320 according to an embodiment of
the present invention.

The depth sensor 130 and the color camera 120 may create
at least one depth image 310 and at least one camera image
320, based on a method of calibrating an image, respectively,
and transmit the created at least one depth image 310 and the
at least one camera image 320 to the apparatus 100 for cali-
brating the depth image.

In this example, the depth image 310 and the camera image
320 may refer to an image created through the depth sensor
130 and the color camera 120 capturing the identical pattern
110 for calibration, respectively. However, the pattern 110 for
calibration included in the depth image 310 and the pattern
110 for calibration included in the at least one camera image
320 may differ in terms of a size and an angle, based on the
geometric relationship between the color camera 120 and the
depth sensor 130 as shown in FIG. 3.

FIG. 4 is a diagram illustrating an apparatus 100 for cali-
brating a depth image according to an embodiment of the
present invention.

Referring to FIG. 4, the apparatus 100 for calibrating the
depth image may include a 3D point determiner 410, a cali-
bration information determiner 420, and a depth image cali-
brator 430.

The 3D point determiner 410 may determine a 3D point of
a camera image and a 3D point of a depth image simulta-
neously captured with the camera image.

In FIG. 4, the 3D point determiner 410 may self-calibrate
the camera image, and determine a 3D point of a camera
image feature point to be used for self-calibrating the camera
image to be the 3D point of the camera image. In this example,
the 3D point determiner 410 may self-calibrate the camera
image through selecting a scheme used in a camera calibra-
tion field. Also, the 3D point determiner 410 may define the
3D point of the camera image feature point to be (X, Y, 7).

Additionally, the 3D point determiner 410 may extract a
depth image feature point corresponding to the camera image
feature point from the depth image, and determine a 3D point
corresponding to the extracted depth image feature point to be
the 3D point of the depth image. In this instance, the 3D point
determiner 410 may define the 3D point of the depth image
feature point to be (X', Y, Z").

The calibration information determiner 420 may determine
calibration information for calibrating the error of the depth
sensor 130 and the geometric relationship between the depth
sensor 130 and the color camera 120, using the 3D point of the
camera image and the 3D point of the depth image.

For example, the calibration information determiner 420
may generate Equation 1, Equation 2, and Equation 3 simul-
taneously, using the 3D point of the camera image and the 3D
point of the depth image determined by the 3D point deter-
miner 410.

X=(X"H | \+Y*H 4 ZH, +H | ) (XH , + Y*H o+

Z"™H y3+H ) [Equation 1]



US 9,147,249 B2

Y=(X"*H, |+ Y *Hoot 2 Ho 3+ Ho g ) (X Hy + Y H o+

Z"H 3+Hy,) [Equation 2]
Z=(X"*Hy |+ Y *H 3ot Z ¥ H 3+ H ) (X Hy + Y *H o+

Z"H 3+Hy,) [Equation 3]

The calibration information determiner 420 may simulta-
neously generate Equation 1, Equation 2, and Equation 3 with
respect to all points corresponding to one another in the
camera image and the depth image, and when the generated
Equation 1, Equation 2, and Equation 3 are represented in a
form of a matrix, a homogeneous equation may be generated
as given by Equation 4.

Ah=0 [Equation 4]

In Equation 4, h denotes a column vector configured by
variables (H,, H,, H,3 H, 4 H,, Hy, Hy3 Hyg Hyy Hap Hys Hay
Hyy Hyp His Hy).

Also, A denotes a 3mx16 matrix configured by 3D points
(X,Y, Z) of the camera image feature point and 3D points (X',
Y', 7!) of the depth image feature point.

Here, m denotes a number of 3D points included in the
camera image or the depth image. More particularly, a num-
ber of 3D points of the camera image feature point included in
the camera image and a number of 3D points of the depth
image feature point included in the depth image may be
identical to one another because the 3D point of the depth
image feature point may be determined by the depth image
feature point corresponding to the camera image feature
point. Accordingly, the calibration information determiner
420 may select one of the number ofthe 3D points included in
the camera image and the number ofthe 3D points included in
the depth image to set the selected number to be m.

The calibration information determiner 420 may calculate
values of variables included in h based on Equation 4, and
determine the calculated values of variables to be calibration
information.

Also, the calibration information determiner 420 may
determine the calibration information for calibrating the error
of the depth image captured by the depth sensor 130 and the
geometric relationship between the depth sensor 130 and the
color camera 120, using an equation of a pattern surface
restored by the color camera 120 and an equation of a pattern
surface restored by the depth sensor 130.

For example, the equation of the pattern surface restored by
the color camera 120 may correspond to Equation 5, and the
equation of the pattern surface restored by the depth sensor
130 may correspond to Equation 6.

aX+bY+cZ+1=0 [Equation 5]

a'X+b'Y+c'Z+1=0 [Equation 6]

Inthis example, the calibration information determiner 420
may generate Equation 7, Equation 8, and Equation 9 based
on Equation 1, Equation 2, and Equation 3. In particular, the
calibration information determiner 420 may change (X,Y, 7)
of Equation 1, Equation 2, and Equation 3 to (a, b, ¢), and
change (X', Y', Z') to (a', b', ¢') so as to generate Equation 7,
Equation 8, and Equation 9.

a=(a"*H +b"H »+c"*H 3+H )/ (@ *H, +b*H >+

c™Hyy+H,,) [Equation 7]
b=(a"*H, 1+b"*Hor+c"*H,3+Ho )/ (@ “Hy +b ¥ H o+

C*H 3+ H ) [Equation 8]
c=(a"™Hy+b"*Hyp+c"*H 33+ Hy )/ (@ Hy +b"*H o+

C*H 3+ H ) [Equation 9]
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Also, the calibration information determiner 420 may gen-
erate a homogeneous equation as Equation 10 by representing
Equation 7, Equation 8, and Equation 9 in a form of a matrix.

Bh=0 [Equation 10]

where h denotes a column vector configured by variables
(Hll H12 H13 H14 H21 H22 H23 H24 H31 H32 H33 H34 H41 H42
HizHay).

Additionally, B denotes a 3mx16 matrix configured by (a,
b, ¢) of Equation 5 and (a', b', ¢') of Equation 6.

Here, m denotes a number of pattern surfaces restored in
the camera image or the depth image. More particularly, a
number of the pattern surfaces restored included in the cam-
era image and a number of the pattern surfaces restored
included in the depth image may be identical to one another
because the pattern surfaces restored in the depth image may
be determined by the pattern surfaces restored in the depth
image corresponding to the pattern surfaces restored in the
camera image. Accordingly, the calibration information
determiner 420 may select one of the number of the pattern
surfaces restored included in the camera image and the num-
ber of the pattern surfaces restored included in the depth
image to set the selected number to be m.

Also, the calibration information determiner 420 may
obtain a matrix H of Equation 11 using h of Equation 10.

Hyy Hpp Hpis Hpg [Equation 11]
He Hy Hy Hx Ho

Hs31 Hs Hiz Hig

Hy Hipy Hyz Hy

Further, the calibration information determiner 420 may
calculate values of variables included in the matrix H based
on Equation 10, and determine the calculated values of vari-
ables to be the calibration information. In this instance, the
variables (H,, H,, H,; H,, H,, Hy, Hyy Hy Hy) Hyp Hy Hyy
H,, H,, H,; H,,) included in the matrix H may correspond to
variables included in h of Equation 10. In particular, the
calibration information determiner 420 may convert a column
vector h into a form of the matrix H, and determine the
converted matrix H to be the calibration information.

Inthis example, the calibration information determiner 420
may replace, with the calibration information included in
Equation 1, Equation 2, and Equation 3, a factor included in
an inverse transpose L of the matrix H, and determine rela-
tionship information between a coordinate ofthe depth image
and a coordinate of the camera image. By way of example, the
calibration information determiner 420 may determine the
matrix L. based on Equation 12.

L=HT [Equation 12]

More particularly, the calibration information determiner
420 may determine relationship information indicating a con-
version relationship with respect to points (X', Y', Z') and
points (X, Y, Z) using a factor L, of the matrix L in lieu of the
camera image and H,.

The depth image calibrator 430 may calibrate the depth
image based on the 3D point included in the depth image and
the calibration information determined by the calibration
information determiner 420.

For example, when the 3D points included in the depth
image correspond to (X', Y', Z'), the depth image calibrator
430 may substitute (X', Y", Z') and the calibration information
(Hll H12 H13 H14 H21 H22 H23 H24 H31 H32 H33 H34 H41 H42
H,; H,,) into Equation 1, Equation 2, and Equation 3 to
determine the 3D points (X, Y, Z).
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In this example, the 3D points (X, Y, Z) determined by the
depth image calibrator 430 may refer to a value obtained by
moving the 3D point included in the depth image to a camera
coordinate while calibrating an error due to the geometric
relationship between the color camera 120 and the depth
sensor 130.

In particular, the depth image calibrator 430 may deter-
mine the 3D points (X, Y, Z), and calibrate based on the
geometric relationship between the color camera 120 and the
depth sensor 130.

Also, the depth image calibrator 430 may define a cost
function of which the calibration information h is an initial
value, and more precisely calibrate the error of the depth
sensor 130 and the geometric relationship between the depth
sensor 130 and the color camera 120 by performing a non-
linear optimum process for minimizing the defined cost func-
tion.

For one example, the depth image calibrator 430 may
define a cost function as simplified to Equation 13.

Zm: PP [Equation 13]
=1

InEquation 13, P=(X,Y, Z) and P"=(X",Y", Z™). Also, (X",
Y", 7") may be a result of substituting (X', Y', Z") into Equa-
tion 1, Equation 2, and Equation 3.

FIG. 5 is a diagram illustrating an example of a process in
which an apparatus for calibrating a depth image matches a
depth image feature point 511 and a camera image feature
point 521 according to an embodiment of the present inven-
tion.

The 3D point determiner 410 may self-calibrate a camera
image 520, and determine a 3D point of the camera image
feature point 521 to be used for self-calibration of the camera
image 520 to be a 3D point of the camera image 520.

Also, the 3D point determiner 410 may extract the depth
image feature point 511 corresponding to the camera image
feature point 521 from a depth image 510, and determine a 3D
point corresponding to the extracted depth image feature
point 511 to be a 3D point of the depth image 510.

FIG. 6 is a flowchart illustrating a method of calibrating an
image according to an embodiment of the present invention.

In particular, FIG. 6 illustrates a method of calibrating an
image using a 3D point.

In 610, the 3D point determiner 410 may receive a camera
image and a depth image simultaneously captured by the
color camera 120 and the depth sensor 130.

In 620, the 3D point determiner 410 may determine a 3D
point of the camera image received in 610 and a 3D point of
the depth image received in 610.

More particularly, the 3D point determiner 410 may self-
calibrate the camera image, and determine a 3D point of a
camera image feature point to be used for the self-calibration
of the camera image to be the 3D point of the camera image.
Subsequently, the 3D point determiner 410 may extract a
depth image feature point corresponding to the camera image
feature point from the depth image, and determine a 3D point
corresponding to the extracted depth image feature point to be
a 3D point of the depth image.

In 630, the calibration information determiner 420 may
determine calibration information for calibrating an error of
the depth sensor 130 and a geometric relationship between
the depth sensor 130 and a color camera, using the 3D point of
the camera image and the 3D point of the depth image deter-
mined in 620.
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For example, the calibration information determiner 420
may generate Equation 1, Equation 2, and Equation 3, using
the 3D point of the camera image and the 3D point of the
depth image determined by the 3D point determiner 410. In
particular, the calibration information determiner 420 may
generate Equation 1, Equation 2, and Equation 3 with respect
to all points corresponding to one another in the camera image
and the depth image, and when the generated Equation 1,
Equation 2, and Equation 3 are represented in a form of a
matrix, a homogeneous equation may be generated as given
by Equation 4. In addition, the calibration information deter-
miner 420 may calculate values of variables included in h
based on Equation 4, and determine the calculated values of
variables to be calibration information.

Also, the calibration information determiner 420 may
replace, with the calibration information included in Equa-
tion 1, Equation 2, and Equation 3, a factor included in the
inverse transpose L. of the matrix H including the calibration
information, and determine relationship information between
a coordinate of the depth image and a coordinate of the
camera image.

In 640, the depth image calibrator 430 may define a cost
function of which the calibration information h is an initial
value, and perform a non-linear optimum process for mini-
mizing the defined cost function. 650 may be performed when
the camera image is to be calibrated thoroughly, and based on
a degree of the calibration of the camera image, 650 may be
omitted.

In 650, the depth image calibrator 430 may calibrate the
depth image based on the 3D point included in the depth
image and the calibration information determined by the cali-
bration information determiner 420 in 630.

For one example, when 3D points included in the depth
image correspond to (X', Y', Z'), the depth image calibrator
430 may substitute (X', Y', Z') and calibration information
(Hll H12 H13 H14 H21 H22 H23 H24 H31 H32 H33 H34 H41 H42
H,; H,,) into Equation 1 through Equation 3, and determine
3D points (X, Y, Z).

Also, the depth image calibrator 430 may calibrate the
depth image based on the 3D points included in the depth
image and the cost function minimized in 650.

FIG. 7 is a flowchart illustrating another example of a
method of calibrating an image according to an embodiment
of the present invention.

In particular, FIG. 7 illustrates a method of calibrating an
image using an equation of a pattern surface.

In 710, the 3D point determiner 410 may receive a camera
image and a depth image simultaneously captured by the
color camera 120 and the depth sensor 130.

In 720, the 3D point determiner 410 may restore the equa-
tion of the pattern surface of the pattern 110 for calibration in
the camera image received in 710. Also, the 3D point deter-
miner 410 may restore the equation of the pattern surface of
the pattern 110 for calibration in the depth image received in
710.

In 730, the calibration information determiner 420 may
determine calibration information for calibrating the error of
the depth image captured by the depth sensor 130 and the
geometric relationship between the depth sensor 130 and the
color camera 120, using the equation of the pattern surface of
the camera image and the equation of the pattern surface of
the depth image restored in 720.

In this instance, the calibration information determiner 420
may generate Equation 7, Equation 8, and Equation 9 based
on Equation 1, Equation 2, and Equation 3. More particularly,
the calibration information determiner 420 may change (X, Y,
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Z) of Equation 1, Equation 2, and Equation 3 to (a, b, ¢), and
change (X', Y', Z') to (a', b', ¢') so as to generate Equation 7,
Equation 8, and Equation 9.

Also, the calibration information determiner 420 may rep-
resent Equation 7, Equation 8, and Equation 9 in a form of a
matrix to generate a homogeneous equation such as Equation
10.

Additionally, the calibration information determiner 420
may calculate values of variables included in h based on
Equation 10, and determine the calculated values of variables
to be calibration information.

Further, the calibration information determiner 420 may
replace, with the calibration information included in Equa-
tion 1, Equation 2, and Equation 3, a factor included in an
inverse transpose L. of a matrix H in which the calibration
information is included, and determine relationship informa-
tion between a coordinate of the depth image and a coordinate
of the camera image.

In 740, the depth image calibrator 430 may define a cost
function of which the calibration information h is an initial
value, and perform a non-linear optimum process for mini-
mizing the defined cost function. 750 may be performed when
the camera image is to be calibrated thoroughly, and based on
a degree of the calibration of the camera image, 750 may be
omitted.

In 750, the depth image calibrator 430 may calibrate the
depth image based on the 3D point included in the depth
image and the calibration information determined by the cali-
bration information determiner 420 in 730.

Also, the depth image calibrator 430 may calibrate the
depth image based on the 3D point included in the depth
image and the cost function minimized in 750.

According to an exemplary embodiment of the present
invention, it is possible to obtain a detailed depth image
through calibrating an error of the depth image captured by a
depth sensor and a geometric relationship between the depth
sensor and a color camera, using a 3D point in a camera image
and a 3D point in a depth image captured simultaneously with
the camera image.

The above-described exemplary embodiments of the
present invention may be recorded in computer-readable
media including program instructions to implement various
operations embodied by a computer. The media may also
include, alone or in combination with the program instruc-
tions, data files, data structures, and the like. Examples of
computer-readable media include magnetic media such as
hard disks, floppy disks, and magnetic tape; optical media
such as CD ROM discs and DVDs; magneto-optical media
such as floptical discs; and hardware devices that are specially
configured to store and perform program instructions, such as
read-only memory (ROM), random access memory (RAM),
flash memory, and the like. Examples of program instructions
include both machine code, such as produced by a compiler,
and files containing higher level code that may be executed by
the computer using an interpreter. The described hardware
devices may be configured to act as one or more software
modules in order to perform the operations of the above-
described exemplary embodiments of the present invention,
or vice versa.

Although a few exemplary embodiments of the present
invention have been shown and described, the present inven-
tion is not limited to the described exemplary embodiments.
Instead, it would be appreciated by those skilled in the art that
changes may be made to these exemplary embodiments with-
out departing from the principles and spirit of the invention,
the scope of which is defined by the claims and their equiva-
lents.

10

What is claimed is:

1. An apparatus for calibrating a depth image, the apparatus
comprising:

a processor comprising:

5 a three-dimensional (3D) point determiner to determine a
3D point in a camera image and a 3D point in a depth
image that are simultaneously captured with the camera
image;

a calibration information determiner to determine calibra-

10 tion information for calibrating an error in the depth
image captured by a depth sensor and a geometric rela-
tionship between the depth sensor and a color camera,
using the 3D point in the camera image and the 3D point
in the depth image; and

15 adepth image calibrator to calibrate the depth image based
on the calibration information and the 3D point in the
depth image,

wherein the depth image calibrator defines a cost function
of which the calibration information is an initial value,

20 and calibrates an error of a depth sensor and a geometric
relationship between the depth sensor and a color cam-
era by performing a non-linear optimum process for
minimizing the defined cost function.

2. The apparatus of claim 1, wherein the 3D point deter-

25 miner extracts a depth image feature point corresponding to a
camera image feature point to be used for self-calibrating the
camera image in the depth image, and determines a 3D point
corresponding to the extracted depth image feature point to be
a 3D point in the depth image.

30 3. The apparatus of claim 1, wherein the calibration infor-
mation determiner generates Equation 1, Equation 2, and
Equation 3, using a 3D point in the camera image and a 3D
point in the depth image, in which

15 X=(X""H | |+Y""H +Z"*H  3+H | 4)/(X"*H +Y*H 1o+

Z"™H y3+H ) [Equation 1]

Y=(X"*H, |+ Y *Hop+ Z"*Ho 3+ Ho ) (X *H 4 + Y *H o+
Z"™H y3+H ) [Equation 2]

40 Z=(X"*H3 |+ Y *Hayp+ Z'*H33+H3,)/(X*H )+ Y *H o+
Z™H 3 +H ) [Equation 3]

wherein X, Y, and Z denote coordinates of the 3D point in

the camera image, X', Y', and Z' denote coordinates of

the 3D point in the depth image, and (H,, H,, H,; H,,

4 H,, Hy; Hyy Hyy Hyy Hyp Hys Hyy Hyy Hyp Hos Hyy)
denotes calibration information.

4. The apparatus of claim 1, wherein the calibration infor-
mation determiner generates Equation 4 using the 3D point in
the camera image and the 3D point in the depth image, and

50 determines calibration information using Equation 4

Ah=0, wherein [Equation 4]

A denotes a 3mx16 matrix configured by coordinates of the

3D point in the camera image and the 3D point in the

55 depth image, h denotes calibration information, and m
denotes a number of 3D points included in the camera
image or the depth image.

5. An apparatus for calibrating a depth image, the apparatus

comprising:
60  aprocessor comprising:

a calibration information determiner to determine calibra-
tion information for calibrating an error in the depth
image captured by a depth sensor and a geometric rela-
tionship between the depth sensor and a color camera,

65 using an equation of a pattern surface restored by the
color camera and an equation of a pattern surface
restored by the depth sensor; and
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a depth image calibrator to calibrate the depth image based
on the calibration information and a three-dimensional
(3D) point in the depth image.

6. The apparatus of claim 5, wherein the calibration infor-
mation determiner generates Equation 7, Equation 8, and
Equation 9 based on Equation 5 and Equation 6 when the
equation of the pattern surface restored by the color camera
corresponds to Equation 5 and the equation of the pattern
surface restored by the depth sensor corresponds to Equation

6, in which

aX+bY+cZ+1=0 [Equation 5]
a'X+b'Y+c'Z+1=0 [Equation 6]
a=(a"*H | +b"H y+c"*H 3+H 1)/ (a*Hy +0 "™ H o+

c™Hyy+H,,) [Equation 7]
b=(a"*H, 1+b"*Hor+c"*H,3+Ho )/ (@ “Hy +b ¥ H o+

c™Hyy+H,,) [Equation 8]
c=(a"™Hy+b"*Hyp+c"*H 33+ Hy )/ (@ Hy +b"*H o+

c"*H 3+H ), wherein [Equation 9]

H,, H,HysHy Hyy Hoy Hy Ho  Hy ) Hay o Hag Hy Hy Hy,
H,; H,,) denotes calibration information.

7. The apparatus of claim 6, wherein the calibration infor-
mation determiner replaces, with the calibration information
included in Equation 1, Equation 2, and Equation 3, a factor
included in an inverse transpose L of a matrix H in which the
calibration information is included, and determines relation-
ship information between a coordinate of the depth image and
a coordinate of the camera.

8. The apparatus of claim 5, wherein the depth image
calibrator moves the 3D point in the depth image to a coor-
dinate of the camera image based on the calibration informa-
tion.

9. A method of calibrating a depth image, the method
comprising:

determining a three-dimensional (3D) point in a camera

image and a 3D point in a depth image that are simulta-
neously captured with the camera image;

determining calibration information for calibrating an

error in the depth image captured by a depth sensor and
a geometric relationship between the depth sensor and a
color camera, using the 3D point in the camera image
and the 3D point in the depth image; and

calibrating the depth image based on the calibration infor-

mation and the 3D point in the depth image,

wherein the calibrating of the depth image comprises:

defining a cost function of which the calibration informa-

tion is an initial value, and calibrating a depth image by
performing a non-linear optimum process for minimiz-
ing the defined cost function.

10. The method of claim 9, wherein the determining of the
3D point comprises:

extracting a depth image feature point corresponding to a

camera image feature point to be used for self-calibrat-
ing the camera image from the depth image, and deter-
mining the 3D point corresponding to the extracted
depth image feature point to be the 3D point in the depth
image.

11. The method of claim 9, wherein the determining of the
calibration information comprises:

generating Equation 1, Equation 2, and Equation 3, using

the 3D point in the camera image and the 3D point in the
depth image, in which
X=(XMH |+ Y*H o+ ZH 3+ H | ) (X H Y H o+

Z"H 3+Hy,) [Equation 1]

20

30

40

45

50

55

Y=(X"*H, |+ Y *Hop+ Z"*Ho 3+ Ho ) (X *H 4 + Y *H o+

Z"™H y3+H ) [Equation 2]
Z=(X"*Hy + Y H ot 2 Hoy g+ Hoy ) (XHH y + Y H o+

Z"H 3+H ), wherein [Equation 3]

X, Y, and Z denote coordinates of the 3D point in the
camera image, X', Y', and Z' denote coordinates of the
3D point in the depth image, and (H,, H,, H,;5; H,, H,,
Ho, Ho3 Hyu Hyy Hiyp Hyy Hay Hyy Hayo Hyy Hey) denotes
calibration information.

12. The method of claim 9, wherein the determining of the

calibration information comprises:

generating Equation 4 using the 3D point in the camera
image and the 3D point in the depth image, and deter-
mining the calibration information using Equation 4, in
which

Ah=0, wherein [Equation 4]

A denotes a 3mx16 matrix configured by coordinates of the
3D point in the camera image and the 3D point in the
depth image, h denotes calibration information, and m
denotes a number of 3D points included in the camera
image or the depth image.

13. The method of claim 9, wherein the calibrating of the

depth image comprises:

moving the 3D point in the depth image to a coordinate of
a camera image based on the calibration information.

14. A method of calibrating a depth image, the method

comprising:

determining calibration information for calibrating an
error in the depth image captured by a depth sensor and
a geometric relationship between the depth sensor and a
color camera, using an equation of a pattern surface
restored by the depth sensor; and

calibrating the depth image based on the calibration infor-
mation and a three-dimensional (3D) point in the depth
image.

15. The method of claim 14, wherein the determining of the

calibration information comprises:

generating Equation 7, Equation 8, and Equation 9 based
on Equation 5 and Equation 6 when an equation of a
pattern surface restored by the color camera corresponds
to Equation 5 and an equation of a pattern surface
restored by the depth sensor corresponds to Equation 6,

in which

aX+bY+cZ+1=0 [Equation 5]
a'X+b'Y+c'Z+1=0 [Equation 6]
a=(a"*H+b"™H »+c"*H 3+H ,)/(a*H, +b *H o+

Cc"*Hyz+Hy,) [Equation 7]
b=(a"*H, +b"*H, 5+ Hyy+H, )/ (a*Hy +b ™ H 5+

Cc"*Hyz+Hy,) [Equation 8]
c=(a"*H3 +b"*Hyr+c *Haz+Hz0)/ (@ Hy +b " H o+

c"*H4+H ), wherein [Equation 9]

(H,, Hy, Hy3 Hy Hyy Hop Hys Hoy Hy  Hyp Hys Hy Hyy Ho,
H,; H,,) denotes calibration information.

16. The method of claim 15, wherein the determining of the

calibration information comprises:

replacing, with the calibration information included in
Equation 1, Equation 2, and Equation 3, a factor
included in an inverse transpose L of a matrix H in which
the calibration information is included, and determining
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relationship information between a coordinate of the
depth image and a coordinate of the camera image.

#* #* #* #* #*
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